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Abstract. The energy level correlatorK(s) and the form factorK̂(t) are calculated for a
hypercubic billiard with small hyperspheres placed at random in its interior. Various regimes,
characterized by the elastic mean free pathl, resulting from the scattering on impurities, are
identified. The analysis extends from the ballistic regime, wherel is much larger than the size
of the system, via intermediate regimes, to the diffusive regime, wherel is much smaller than
its size. Semiclassical expressions for the density of states of chaotic and integrable systems in
terms of classical periodic orbits are used. The diagonal approximation forK̂(t) is made for
short times, while non-perturbative methods are used for long times. The analysis makes use
of analytic properties of classical dynamical zeta function associated with the Perron–Frobenius
operator. The general features are relevant for mesoscopic systems.

1. Introduction

The fingerprints of the underlying classical chaotic dynamics on the quantal behaviour of
the corresponding system are explored in the field of ‘quantum chaos’ [1–3]. In particular
it was found that the level statistics of a variety of chaotic systems are described by random
matrix theory (RMT) [4] over a certain energy domain [1, 5]. Examples of such systems are
the Sinai and the stadium billiards. Beyond this energy domain there are deviations from
the RMT universal behaviour. The reason is that long energy scales correspond to short
time scales over which the behaviour of the system is not universal. For ballistic chaotic
systems this time scale is of the order of the period of the shortest periodic orbits [6]. For
disordered metallic grains it is the Thouless time, namely the time required for the particle
to diffuse across the system [7]. The corresponding energy scale is the Thouless energy.
On shorter energy scales universality applies, while on longer energy scales deviations from
universality are expected.

In contrast with chaotic systems, the spectral statistics of generic integrable systems,
such as the rectangular billiard, is Poissonian [8]. Since symmetry is crucial for such
systems, it was for a long time considered impractical to realize them in the mesoscopic
domain.

The advance in fabrication techniques enables us to manufacture mesoscopic systems
that are relatively clean, namely their elastic mean free path can be larger than the size
of the system. Such systems were prepared with boundaries of different shapes and used
to explore the difference between transport in chaotic and in integrable systems [9–11].
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Figure 1. Torus with impurities and the corresponding billiard with points on opposite sides (x1

andx2, y1 andy2) identical.

Theoretical explorations were performed in parallel with the experimental investigations
[12–14]. Several experimental results [15, 16] on relatively clean systems were explained
in the framework of the semiclassical methods that were developed in the field of ‘quantum
chaos’ [17–20]. One can prepare nanostructure devices so that their boundaries induce
integrable classical dynamics if there is no disorder, e.g. when the boundary is a circle or
a rectangle. Since the level statistics of generic integrable systems is Poissonian [8], one
expects that the results ofRMT cannot be applied directly for such systems. Yet, mesoscopic
systems, even if prepared with a very high degree of cleanliness, inevitably contain some
impurities. This motivates the study of a model in which the amount of disorder can
be controlled, say by fixing the number of impurities, and with the property that without
disorder the classical dynamics is integrable. It is worthwhile mentioning here that such a
system was realized experimentally using microwave cavities [21].

In earlier work, Altland and Gefen (AG) explored a related model where pointlike
impurities were introduced into an integrable system [22, 23]. Both the diffusive regime,
where the elastic mean free path is much smaller than the size of the system, and the
clean regime, where it is much larger than the system were explored. In their investigation,
AG calculated the averaged correlation function between energy levels. They studied in
detail the difference between energy averaging and ensemble averaging over realizations of
impurities. In their calculations diagrammatic techniques were used.

In the present paper aD-dimensional Lorentz gas [24] in a finite volume will be studied.
This is aD-dimensional cubic billiard doped with rigid spherical impurities. The boundary
conditions are assumed to be periodic, so that the geometry is of aD-dimensional torus.
Such a system is illustrated in figure 1 forD = 2. This model is a prototype system for
integrable systems (where the motion in phase space is on tori) doped with impurities that
scatter particles only within some finite range of their centre. The trajectories that are not
scattered by impurities are identical to those of the corresponding integrable system. The
trajectories that are scattered by impurities may be chaotic, and are such if the impurities
are rigid spheres. The calculations will be done in the framework of the semiclassical
approximation. For the validity of this approximation it will be assumed that the energy
is sufficiently high so that the wavelength of the particles is much smaller than the radius
of the spheres. It will be assumed also that all the spheres have the same radius, that is
much smaller than the size of the system. This model is therefore somewhat different from
the model studied byAG [23]. The classical motion for this prototype system resembles
the motion of a large variety of classical systems in angle-action variables. This similarity



Periodic orbits analysis of the form factor 2015

also holds in the framework of the semiclassical approximation [25]. The calculations in
this paper will be performed in the framework of the semiclassical approximation, hence,
effects of diffraction, tunnelling and ghost orbits that were found important in various studies
[26, 27], will not be taken into account here and will be left for further studies.

It is proper to mention here that even with only one impurity our model system is
completely chaotic. In fact it is theD-dimensional Sinai billiard which was proved to be
a K system. Thus, over sufficiently long time scales in which the motion of the particle is
ergodic, the properties of this system are expected to be the universal ones described byRMT.
Here we shall be mainly interested in time scales where the deviations from universality
are important. We thus also consider short time scales over which the classical dynamics
may still be far from the ergodic limit.

The specific quantity that will be explored in detail is the dimensionless density–density
correlator. It is defined to be

K(s) = 12〈ρ(ε)ρ(ε + s1)〉ε − 1 (1.1)

whereρ(ε) is the density of states at energyε, 1 is the mean level spacing, and〈· · ·〉ε
represents an averaging over some interval of the energyε for a specific realization of
disorder. An ensemble average over realizations of disorder is denoted hereafter by〈· · ·〉.
In what follows the ensemble averaged correlator,〈K(s)〉, will be calculated. A related
function which is usually used in this context is the dimensionless form factor which is the
Fourier transform ofK(s). Denoting it byK̂(t) it is given by

K̂(t) =
∫

ds K(s) e−ist . (1.2)

The semiclassical formula of density of statesρ(ε), in our system, may be represented
as a sum of three terms:

ρ(ε) = ρ0(ε) + ρ(i)
po (ε) + ρ(c)

po (ε) . (1.3)

Hereρ0(ε) = 1/1 is the Weyl term. To the leading order in one over Planck’s constanth,
it takes the form

ρ0(ε) = 1

hD

∫
dDr dD p δ[ε − H(r, p)] (1.4)

where r and p are the coordinate and the momentum vectors respectively, andH(r, p)

is the Hamiltonian. The last two terms in (1.3) are contributions of the periodic orbits.
The first termρ(i)

po is the contribution from orbits that are not scattered by impurities. This
contribution will be calculated in section 2 following the calculation by Berry and Tabor
[25]. A similar contribution was found to be important for spectral statistics of some chaotic
systems, such the stadium billiard [28]. The second termρ(c)

po results from the scattered orbits
and is given by the Gutzwiller trace formula [29]. Each of the last two terms in (1.3) takes
the form

ρpo(ε) =
∑

µ

Aµ eiSµ/h̄ (1.5)

whereAµ is the amplitude of theµth orbit, while Sµ is its action. The amplitudesAµ for
the integrable and chaotic contributions were calculated in [25, 29], and will be presented
in sections 2 and 3.

Inserting the semiclassical expression for the density of states (1.3) in (1.1), and keeping
only the diagonal part of the double sum over periodic orbits, leads to the diagonal
approximation [30] of the form factor

K̂P (t) = K̂
(i)
P (t) + K̂

(c)
P (t) . (1.6)
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HereK
(i)
P andK

(c)
P are the contributions of periodic orbits that are not scattered and that are

scattered by impurities, respectively. In this approximation the products of terms belonging
to different periodic orbits, which are not related by symmetry, are assumed to be averaged
out to zero. For metallic grains it was found to give results identical to those of diagrammatic
perturbation theory [31]. The subscriptP is therefore used here to denote the perturbative
results.

Throughout this paper dimensionless quantities will be used. In particular, the length of
the billiard and the mass of the particle are chosen to be equal to unity; energy is measured
in units of the mean level spacing(s = ε/1) and time is measured in units of ¯h/1. In
these units the Heisenberg time isτH = hρ0 = 2π .

Having the semiclassical density–density correlator, which was obtained in the diagonal
approximation, one can go beyond this approximation.K(s) may be represented as a sum
of two terms [32, 33]:

K(s) = KP (s) + Kosc(s) . (1.7)

The first,KP (s), is the smooth term given by the diagonal approximation discussed above
or calculated by diagrammatic perturbation theory. It can be represented in the form

KP (s) = − β

4π2

∂2

∂s2
ln[D(s)] (1.8)

where β equals two for systems which are invariant with respect to time reversal and
unity for the unitary ensemble.D(s) is a classical spectral determinant associated with the
decaying modes of a disturbance in the density of particles in the system. For instance, in
the diffusive regime it is given by

D(s) =
∏
µ

Bµ(s2 + ε2
µ)−1 (1.9)

where εµ are the eigenvalues (in units of1) of the diffusion equation, andBµ are
regularization factors introduced to make the product converge. The spectral determinant
D(s) is normalized such that

lim
s→0

s2D(s) = 1 . (1.10)

The second term,Kosc, cannot be calculated by usual perturbation theory. It was
obtained for hyperbolic systems in the limit of larges retaining the non-perturbative terms
of the correlator [32]. It turns out [32, 33] thatKosc is also governed by the same classical
spectral determinant, namely for the unitary (u) and orthogonal (o) cases it has the forms:

Ku
osc(s) = cos(2πs)

2π2
D(s) and Ko

osc(s) = −cos(2πs)

2π4
D2(s) . (1.11)

In this paper periodic orbit theory will be used in order to calculate the perturbative
part of the density correlatorKP (s) as outlined in the discussion leading to (1.6). Then by
identifying the spectral determinantD(s) we shall be able to extend the result to include
also the non-perturbative partKosc(s) and in this way we will be able to go beyond the
diagonal approximation.

The outline of the paper is as follows. The contribution of orbits that are not scattered
by impurities to the form factor,K̂(i), will be calculated in section 2, whilêK(c) the
contribution of orbits that are scattered by impurities will be calculated in section 3. The
spectral determinantD(s) will be calculated in section 4. Calculations of the density–density
correlatorK(s) and of K̂(t) for D = 2 degrees of freedom will be presented in section 5.
Finally the results will be discussed in section 6.
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2. The contribution of trajectories that are not scattered by impurities

In this section the contribution of trajectories that are not scattered by impurities is calculated.
The contribution of each trajectory of this type is identical to the corresponding contribution
for an integrable system. The periodic orbits contribution to the density of states for
integrable systems was calculated by Berry and Tabor (BT) [25]. Using BT equation (2),

ρ(s) = < 1

π

∫ ∞

0
dt eist

∫
dDr U(r, r; t) (2.1)

where U is the propagator. Their calculation exploits the fact, that when expressed in
angle-action variables the trace of the semiclassical propagator can be written in the form
(BT equation (11))∫

dDr Usc(r, r; t) =
∑
M

∫ 2π

0
dD2 Usc(Θ + 2πM ,Θ; t) (2.2)

where the vectorM describes an orbit that after timet returns to its initial point on the torus,
after makingM1 circuits θ1, M2 circuits of θ2, etc. All Mi are non-negative. ClearlyM
labels the topology of the periodic orbits. Each term in the sum (2.2) is found semiclassically
to be independent ofΘ, therefore theΘ integration contributes a factor(2π)D. Doing the
time integral in (2.1) yields the following contribution of the periodic orbits to the density
of states (BT equation (17)):

ρ(integrable)
po = 2<

∑
M

′
AM exp

{
i 2πM

(
IM

h̄
− αM

4

)}
(2.3)

whereIM andαM are vectors of actions and Maslov indices of the orbit of topologyM .
The prime over the sum denotes exclusion of terms with negativeMi as well as of the term
M = 0. The amplitudesAM were calculated by Berry and Tabor [25] (see equation 18
and section 4 there).

For a system with impurities, that are here assumed to be spheres, the angles
corresponding to orbits that are scattered by impurities should be excluded from theΘ
integral in (2.2). The resulting contribution of the periodic orbits that are not scattered by
impurities is

ρ(i)
po = 2<

∑
M

′
fMAM exp

{
i 2πM

(
IM

h̄
− αM

4

)}
(2.4)

wherefM is the fraction of the trajectories with the topologyM that are not scattered by
impurities. It is a random variable that depends on the realization of the configuration of
impurities.

The resulting contribution to the perturbative (namely diagonal) part of the form factor
(1.2) is

K̂
(i)
P (t) = 2πβ

∑
M

′
δ(t − tM )|AM |2f 2

M (2.5)

where tM is the period of an orbit of the topologyM while β = 2 if the system is time
reversible andβ = 1 if it is not. Notice that time here is dimensionless (measured in units
of h̄/1). This contribution, when averaged over realizations, is

〈K̂(i)
P (t)〉 = 2πβ

∑
M

′
δ(t − tM )|AM |2〈f 2

M 〉 . (2.6)
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In what follows 〈f 2
M 〉 will be estimated. It will turn out to be a smooth function of the

length of the orbit, or its period. It will be denoted as

ϕ(t) = 〈f 2
M 〉 (2.7)

wheret = tM . The Hannay–Ozorio de Almeida sum rule [34] implies∑
M

′
δ(t − tM )|AM |2 = 1

2π
. (2.8)

The resulting expression for the contribution to the dimensionless form factor is

〈K̂(i)
P (t)〉 = βϕ(t) . (2.9)

The functionϕ(t) will be estimated in what follows. First it is estimated for a system
with D = 2 degrees of freedom. Then it is argued heuristically that the result holds for
any D (see equation 2.24 and the discussion that follows). It is instructive to assume first
that there is just one circular impurity of radiusR. This is just the Sinai billiard problem.
ConsiderM = (Mx, My), depicted in figure 2. A torus geometry is assumed with opposite
sides identified. The units of length are normalized so that the sides of the square are of unit
length and the corresponding angle variables areθx = 2πx and θy = 2πy. The distance
between neighbouring segments of an orbit of the topologyM is

a = 1√
M2

x + M2
y

. (2.10)

If 2R > a all orbits of this topology are scattered by the circle. For 2R < a the fraction of
the orbits that are not scattered is(a − 2R)/a. If we choose a specific orbit, the probability
that it is not scattered by the circle is

P1 = 1 − 2R

a
. (2.11)

Figure 2. Example of a periodic orbit with
topologyM = (2, 3) (broken line).
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Now if N identical small circles of radiusR � 1 are placed in the square at random, the
probability that an orbit with a givenΘ is not scattered by any circle is

PN ≈
(

1 − 2R

a

)N

(2.12)

since the circles are small and their overlap probability is of the orderR2. If the limit
R → 0 andN → ∞ is taken so thatR̃ = 2RN is constant, the probability that a specific
orbit is scattered is

P = e−R̃/a . (2.13)

Note that in this limit the area that is covered by the circles vanishes. In this derivation it
was assumed that 2R � a. This assumption will be made throughout this section. At the
end of this section it will be justified for periodic orbits that are of interest for this system.

We are interested in the random variablefM that is the fraction of angles for which
the trajectories are not scattered by circles. In the limit of small circles this is identical to
the following problem, known as the covering problem [35–37]. Given a circle of lengtha,
N arcs of length 2R are dropped at random on this circle with uniform probability. The
uncovered part is the random variablefM . In the limit R → 0, N → ∞ but R̃ fixed, the
first two moments are [36] (equations (3.13) and (3.11) there)

〈fM 〉 = e−R̃/a (2.14)

and

〈f 2
M 〉 = e−2R̃/a . (2.15)

This result can be easily understood since

fM = 1

a

∫ a

0
dx χ(x) (2.16)

whereχ(x) is the characteristic variable taking the value 1 for an uncovered pointx and
the value 0 for a covered one. Its average is〈χ(x)〉 = PN , and (2.14) follows immediately.
The second moment is

〈f 2
M 〉 = 1

a2

∫ a

0

∫ a

0
dx dy〈χ(x)χ(y)〉 . (2.17)

The variablesχ(x) andχ(y) are not independent, but the distance|x − y| over which they
are correlated is of orderR and therefore vanishes in the limit discussed here. Consequently
〈χ(x)χ(y)〉 ≈ 〈χ(x)〉〈χ(y)〉, leading to (2.15).

In order to write (2.15) in more familiar terms note that

R̃

a
= 2RN

√
M2

x + M2
y = LM

l
(2.18)

wherel = 1/2RN is the classical elastic mean free path (2R is the classical cross section),
while LM is the length of the orbit of the topologyM . Consequently

〈f 2
M 〉 = e−2LM /l (2.19)

and returning to definition (2.7)

ϕ(t) = 〈f 2
M 〉 = e−2t/τ (2.20)

whereτ = l/v and t = LM/v, while v is the velocity.
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In this derivation we took the limitR → 0, that is valid for

2R � a = 1

LM
(2.21)

or

LM � lN . (2.22)

For very long orbits where these inequalities are not satisfied,

〈f 2
M 〉 ≈

(
1 − 4

R

a

)N

(2.23)

for N � 1 (see [36], equation (3.11)). It reduces to (2.15) if (2.21) holds, but in general the
right-hand side of (2.15) and (2.19) is an upper bound on (2.23). But if (2.22) is violated,
〈f 2

M 〉 is bounded by a term of the order of e−2N , that is negligible for largeN . Therefore
(2.15), leading to (2.19) and (2.20), was used in this section.

Now it will be argued that (2.19) and (2.20) hold for any dimension. From the definition
of the elastic mean free path (assuming it is meaningful), the probability that an orbit of
topologyM (lengthLM ) crossing the pointΘ on the torus is not scattered by any impurity
is e−LM /l . The characteristic variable defined following (2.16) is now extended to take
χ(Θ) = 1 if the orbit passing throughΘ is not scattered by an impurity and the values
χ(Θ) = 0 if it is scattered. Again,

fM = 1

(2π)D

∫ 2π

0
· · ·

∫ 2π

0
dDΘχ(Θ) . (2.24)

The equation corresponding to (2.16) is now

〈f 2
M 〉 = 1

(2π)2D

∫ 2π

0
· · ·

∫ 2π

0
dDΘ dDΘ′ 〈χ(Θ)χ(Θ′)〉. (2.25)

Since the correlations are only over small distances, one can assume〈χ(Θ)χ(Θ′)〉 ≈
〈χ(Θ)〉〈χ(Θ′)〉, leading to (2.19) and (2.20) for any dimension. Note that this argument is
heuristic, while the estimate forD = 2 is rigorous.

The resulting contribution of the orbits that are not scattered by impurities to the form
factor given by (2.9) is

〈K̂(i)
P (t)〉 = β e−2t/τ (2.26)

where t > 0. The extension tot < 0 is obtained, replacingt by its absolute value. The
density–density correlator, i.e. the inverse Fourier transform ofK̂P (t) is

〈K(i)
P (s)〉 = 2β

π

τ

4 + (sτ )2
. (2.27)

This corresponds toK ′ in the terminology of Altland and Gefen, see equation (47) and (52)
in [23].

3. The contribution of orbits which are scattered by impurities

In this section, the perturbative part of the density correlator,K
(c)
P (s), associated with the

periodic orbits which are scattered from impurities will be calculated. This part emerges
from the contribution of isolated orbits to the (dimensionless) density of states, that is given
by Gutzwiller’s trace formula:

ρpo(s) = < 1

π

∑
µ

tµ
∑

r

e(i/h̄)Sµ(ε)r−iνµr

| det(Mr
µ − I )|1/2

(3.1)
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Figure 3. An illustration of the construction of orbits that
are scattered by impurities. The full circles represent the
impurities, and the full lines are a periodic orbit which is
scattered from them. The broken line illustrates a forbidden
orbit.

where µ labels a primitive orbit that is characterized by a periodtµ, action Sµ(ε), and
Maslov phaseνµ. r stands for the number of the repetitions of this orbit, andMµ is
the monodromy matrix associated with the linearized dynamics on the Poincaré section
perpendicular to the orbit.

Our working assumption is that the periodic orbits can be constructed from sets of
segments connecting the impurities, as illustrated for example by the full curve in figure 3.
Thus among any ordered set of impurities one can construct a periodic orbit unless a
segment between two impurities hits another impurity. This situation is illustrated by the
broken curve in figure 3. It is thus assumed that a particle can be scattered from an impurity
in any direction. This approximation is valid as long as the radius of the spherical impurities
is small compared to the average distance between nearby scatterers.

We shall constructK(c)
P (s) as a sum

K
(c)
P (s) =

∞∑
j=1

Kj(s) (3.2)

where Kj(s) denotes the contribution from orbits which are scatteredj times from
impurities. Within the diagonal approximation the semiclassical formula forKj(s) is given
as a sum over orbits,

Kj(s) = −β

2π2

∂2

∂s2
<

∑
µ(j)

∣∣det
(Mµ − 1

)∣∣−1
eistµ (3.3)

whereµ = µ(j) denotes all orbits which are scattered fromj impurities,tµ is the period of
the µth orbit, Mµ is the corresponding monodromy matrix which describes the linearized
dynamics in the vicinity of the orbit and1 is the unit matrix. In the above formula we have
neglected the contribution from orbits which are not primitive orbits, namely those which
are repetitions of shorter ones. It is justified due to the exponential proliferation in the
number of periodic orbits as their length increases. Formula (3.3) corresponds to a specific
realization of the configuration of impurities.

Let us start by estimating the number of periodic orbits which are scattered fromj

impurities. We denote by the indexi the ith segment of such an orbit. We can start the
construction of an orbit from any of theN impurities which exist in the system. The
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number of possibilities in going to the next impurity nearr1 in the vicinity dDr1 is given
by NrD−1

1 dr1 d�1 e−r1/l whereN is the number of the impurities which in our units is also
their density; d�1 is an angle element of aD-dimensional hypersphere, and e−r1/l is the
probability that the orbit does not hit any impurity on the way. Herel is the classical elastic
mean free path. Thus the total number of orbits in the vicinity of the sequence of segments
(r1, r2, . . . rj ) is

Nj

j∏
i=1

e−ri/ lrD−1
i dri d�i . (3.4)

Notice that here we still do not assume that the orbit is periodic.
Our next step is to estimate the amplitude,| det(Mµ−1)|−1 of an orbit which undergoes

the sequence of scattering represented byµ = (r1, r2, . . . rj ). Denoting by3+
ν (where

ν = 1, 2, . . . D −1) the absolute values of the eigenvalues ofMµ (that are larger than one),
one has

| det(Mµ − 1)| '
D−1∏
ν=1

3+
ν (3.5)

where it is assumed that the orbits are very unstable. This assumption will turn out to hold
in the limit where the spheres are small. In what follows we shall estimate the eigenvalues
of the monodromy matrices.

The monodromy matrix has a multiplicative property, namely, it can be constructed as
a product of matrices each one associated with a different segment of the orbit,

Mµ = M(j)
µ . . .M(2)

µ M(1)
µ (3.6)

whereM(i)
µ corresponds to the segment of the orbit that is composed of free motion along

ri and a scattering from the impurity. The matrixM(i)
µ is thus given by the product

McollisionMfreeflight, where Mcollision and Mfreeflight correspond to the collision with the
impurity and the free motion parts of the monodromy matrix respectively. To express
these matrices it is convenient to use the following coordinate system shown in figure 4:
r‖ is the coordinate along the orbit;r⊥ orthogonal tor‖ and is in the plane defined by
the two segments of the orbit before and after the scattering, andrb represents the set of
remaining coordinates. We shall denote byp⊥ and pb the momenta conjugate tor⊥ and
rb, respectively.

The monodromy matrix is defined on the linear subspace perpendicular tor‖ in phase
space. It is convenient to choose the vectors in this space to be of the form(r⊥, p⊥, rb, pb)

T .
In this representation a free flight along a distancer corresponds to a monodromy matrix:

Mfreeflight =



1
r

p
0 0

0 1 0 0

0 0 1
r

p
1

0 0 0 1


(3.7)

wherep = |p| is the magnitude of the momentum and1 is the unit (D − 2) × (D − 2)

matrix.
Denoting byp− andp+ the momenta before and after the collision it is straightforward

that the law of specular reflection may be expressed as

p+ = p− − 2(n̂ · p−)n̂ (3.8)
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Figure 4. The coordinate system used for describing the monodromy matrix of scattering from
a sphere. The coordinater‖ is along the orbit,r⊥ is perpendicular to it and is in the plane
defined by the two segments of the orbit, andrb represents the remaining coordinates which are
orthogonal both tor‖ andr⊥.

wheren̂ is a unit vector which is perpendicular to the surface at the point of collision. From
this law it follows that the monodromy matrix corresponding to a collision with a sphere
of radiusR is

Mcollision =



−1 0 0 0

−p

2R cosθ
− 1 0 0

0 0− 1 0

0 0
−p cosθ

2R
1 − 1


(3.9)

where θ is the angle between̂n and p−. The derivation of this formula is presented in
the appendix. The absolute values of eigenvaluesM(i)

µ can be calculated straightforwardly
using the block form of the above matrices and the result is:

3+(i)
ν = 1 + ri

R cosθ
+

√(
1 + ri

R cosθ

)2
− 1 ' 2ri

R cosθ
ν = 1

(3.10)

3+(i)
ν = 1 + ri cosθ

R
+

√(
1 + ri cosθ

R

)2

− 1 ν = 2, 3, . . . (D−1)

whereri is the length of thei-segment of the orbit andθ is the angle shown in figure 4.
In the two-dimensional case, there is only one eigenvalue3+

1 . Thus the product of these
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eigenvalues satisfies

D−1∏
ν=1

3+(i)
ν = ηi

(
rD−1
i

σ

)
(3.11)

whereσ = VD−1R
D−1 is the cross section of the hypersphere withVk equal to the volume

of a k-dimensional unit sphere

Vk = πk/2

0(1 + k/2)
(3.12)

and

ηi ' 2VD−1

cosθ

(
cosθ + R/ri +

√
cos2 θ + 2R cosθ/ri

)D−2
. (3.13)

This result suggests that the amplitude (3.5) can be written in the form

| det(Mµ − 1)|−1 =
j∏

i=1

ξi

σ

rD−1
i

(3.14)

whereξi is a geometric factor which may be considered as a random variable, at least for
long enough orbits. Notice thatξi is not exactly 1/ηi . The reason is that the monodromy
matricesM(i)

µ do not commute therefore the eigenvalues of their product is not equal to the
product of the eigenvalues of each matrix. Using expression (3.4) for the number of orbits
and (3.14) for the amplitude, one can write (3.3) in the form:

〈Kj(s)〉 = −β

2π2j lj

∂2

∂s2
<

∫
· · ·

∫ j∏
i=1

(
dri d�i ξi e−ri/ l

)
δ̂

( ∑
i

ri

)
eis

∑
i ri /v (3.15)

where we have used the relationl = 1/Nσ which relates the classical mean free path to the
density of the impurities and their cross section. In this expression, the constraint that the
orbit is periodic is imposed by the periodic delta functionδ̂(r). It is defined on the torus as

δ̂(r) =
∑
n′

δ(r − n′) (3.16)

where n′ is a D-dimensional integer vector, and the sum runs over all its values. The
prefactor 1/j was introduced to avoid multiple counting of the same periodic orbit (in the
construction explained above each periodic orbit may start at any of thej impurities which
it is visiting hence the same periodic orbit is constructedj times). The timetµ in (3.3) is
equal to

∑
i ri/v, wherev is the magnitude of the velocity of the particle.

Denoting by〈· · ·〉� an average over all angles�i ,

〈· · ·〉� =
∫

· · ·
∫ j∏

i=1

d�i

DVD

(· · ·) (3.17)

we obtain

〈Kj(s)〉 ' −β

2π2j

∂2

∂s2

(
ξ

l

)j

<
∫

· · ·
∫ j∏

i=1

(
dri e−ri/ l+iri s/v

) 〈
δ̂

( ∑
i

ri

)〉
�

. (3.18)

Here we assumed that the product of the geometric factors,ξi , has a simple scaling property,
ξ j = (DVD)j

∏
ξi , whereξ is the typical value ofDVDξi independent of the angles�i . It

is plausible that for long orbitsξ is given by

ξ = DVD/η̄ (3.19)
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where η̄ denotes a proper angle averaging ofηi given by (3.13). This is justified for
long orbits since the eigenvalues of the monodromy matrix of these orbits are determined
by the Lyapunov exponents of the system. The Lyapunov exponents self-average, and
for long orbits they take ensemble averaged values. Thus for long orbit (3.14) can be
written as| det(Mµ − 1)| = 〈| det(Mµ − 1)|〉 = 〈∏j

i=1 ηir
D−1
i /σ 〉. For strong instability

ηi can be considered as independent random variables with averageη̄. Therefore for long
orbits ξi = 1/η̄ which leads to (3.19). The average of the periodic delta function can be
calculated using the Poisson summation formula, and the integral

∫ π

0 eiz cosθ sin2ν θ dθ =√
π0(ν + 1/2)(2/z)νJν(z), whereJν is the Bessel function. The result is〈

δ̂

( j∑
i=1

ri

)〉
�

=
∑
m

j∏
i=1

GD(2π |m|ri) (3.20)

wherem is an integer vector and|m| is its modulus, namely the square root of the sum of
its D components squared. The functionGD(z) is given by

GD(z) = 0

(
D

2

) (
2

z

)D/2−1

JD/2−1(z) . (3.21)

It is normalized so thatGD(0) = 1 for all D. This follows, e.g., from the asymptotic
expansion of the Bessel functions at small arguments. For instance, in the two-dimensional
caseG2(z) = J0(z), while for D = 3 it is G3(z) = sin(z)/z.

Our next step is to perform the sum over the indexj which counts the number of
impurities the orbit is bounced from. After changing variables in (3.18) toz = ri/ l,
〈Kj(s)〉 takes the form

〈Kj(s)〉 = −β

2π2

∂2

∂s2
<

∑
m

1

j

[
ξ

∫ ∞

0
dz e−z(1−iτ s)GD(2π |m|lz)

]j

(3.22)

whereτ = l/v is the elastic mean free time. The sum overj in (3.2) can be performed
now. Notice that the first non-vanishing term in this sum isj = 2. The reason is that on
the torus geometry, where there are no boundaries, there are no closed orbits which are
scattered only once from an impurity. Thus, the sum overj yields

〈K(c)
P (s)〉 = β

2π2

∂2

∂s2
<

∑
m

{
ln

[
1 − ξ ĜD(2π |m|l, 1 − iτs)

]
+ ξ ĜD(2π |m|l, 1 − iτs)

}
(3.23)

whereĜD(x, y) is the Laplace transform ofGD(xz), namely

ĜD(x, y) =
∫ ∞

0
dz e−zyGD(xz)

= 1√
x2 + y2

F

(
1

2
,
D

2
− 1; D

2
; x2

x2 + y2

)
. (3.24)

whereF(α, β; γ ; δ) is the hypergeometric function. The function̂GD(x, y) is usually non-
analytic and multivalued. The correct branch in the complex plane should be chosen such
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that it satisfies the relation̂GD(0, y) = 1/y. For some specific cases

ĜD(x, y) =



y

(x2 + y2)
D = 1

1√
x2 + y2

D = 2

1

x
tan−1

(
x

y

)
D = 3

2

x2

(√
x2 + y2 − y

)
D = 4

(3.25)

where the caseD = 1 should be understood as the quasi-one-dimensional case. By quasi-
one-dimensional geometry we refer to aD-dimensional box which is extended in one
direction and has length 1, while in all other perpendicular directions its size isL, where
L � 1. In addition, it is assumed that the system is observed over a time which is much
larger than the time that it takes for the particle to move a distanceL. The scatterers are
assumed to be still small, namelyR � L.

We shall now argue that the parameterξ equals unity. For this purpose, let us consider
the limit s → 0, andl � 1 fixed. This limit corresponds to strong scattering and long time
such that the particle already explores all its available phase space. The contribution from
orbits which are not scattered from impurities practically vanishes in this limit, and the result
for KP (s) is known from random matrix theory. It isKP (s) = −β/2π2s2 independent of
D. The leading contribution, in this case, comes from the null vectorm = 0. Thus from
the properties ofĜD(x, y) it follows that

lim
s,τ→0

〈K(c)
P (s)〉 = β

2π2
< ∂2

∂s2

{
ln

(
(1 − ξ) − iτ s

1 − iτs

)
+ ξ

1 − iτs

}
(3.26)

and the correct behaviour is obtained only ifξ = 1.
The above argument holds in any dimension, yet for the two-dimensional case there is an

alternative way to see thatξ = 1. It is based on the relation (3.19), where a proper averaging
of η = 4/ cosθ , defined in (3.13), over the scattering angleθ is performed (see figure 4).
Suppose that the impact parameter of a typical trajectory, which is scattered from a disc, is
a random variable distributed uniformly between−R andR. Then it is straightforward to
show that the probability distribution of the scattering angleθ is P(θ) = cos(θ)/2, where
−π/2 > θ > π/2. Thus

η̄ =
∫ π/2

−π/2
dθP (θ)η(θ) = 2π (3.27)

and from (3.19) it follows immediately thatξ equals unity.

4. The spectral determinantD(s)

As was discussed in the introduction, the essential quantity in the calculation of the
spectral density correlator and its Fourier transform, the form factor, is the classical spectral
determinantD(s). This function satisfies the relation [33]

D(s) = Z(is)Z(−is) (4.1)

where 1/Z(is) is the classical dynamical zeta function [38]. The dynamical zeta function is
the spectral determinant, associated with the Perron–Frobenius operator, which characterizes
the classical dynamics of a chaotic system. Its zeros,zn, are the eigenvalues corresponding to
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the modes in which a disturbance in the particles density decays into its ergodic distribution.
For Anosov systems this decay is exponential in time, namely e−znt . Closed Hamiltonian
systems always contain the eigenvaluez0 = 0 which corresponds to conservation of
probability. The probability density mode associated with this eigenvalue is the ergodic
distribution. The normalization of 1/Z(z) is chosen to satisfy limz→0 zZ(z) = 1.

The relation (1.8) enables us to identify the dynamical zeta function. SinceKP (s) is a
sum of the ‘integrable’ part (2.27) and the chaotic part (3.23) it follows that

Z(z) = Zi(z)Zc(z) (4.2)

whereZi(z) is associated with the ‘integrable’ dynamics and is given by

1/Zi(z) =
(

2

e

)4π/τ

exp

{
−2π

τ
(2 − zτ)[ln(2 − zτ) − 1]

}
. (4.3)

It is normalized such thatZi(0) = 1. The second termZc(z), coming from orbits which
are scattered by impurities, is

1/Zc(z) =
∏
m

Bm

[
1 − ĜD(2π |m|l, 1 − τz)

]
exp

[
ĜD(2π |m|l, 1 − τz)

]
. (4.4)

HereBm are regularization factors which are introduced to make the product converge, and
to satisfy the normalization property limz→0 zZ(z) = 1.

In the quasi-one-dimensional case, the dynamical zeta function can be expressed in
terms of simple trigonometric functions. Using the relations sinx = x

∏∞
m=1(1− x2/π2m2)

and cothx = ∑∞
m=−∞ x/(x2 + π2m2), one obtains

1/Zc(z) = N exp

{
1

2l
coth

(
1 − zτ

2l

)} sin
(√

zτ−z2τ 2

2l

)
sinh

(
1−zτ

2l

)
2

(4.5)

where

N = 1

τ
exp

{
− 1

2l
coth

(
1

2l

)} [
2l sinh

(
1

2l

)]2

. (4.6)

The analytic structure of this function is depicted in figure 5(a). It has essential singularities
at zn = (1 + i2πln)/τ , double poles atzj = (1 + i2πlj)/τ , double zeros atz(±)

m =
[1/2±

√
1/4 − (2πlm)2]/τ , simple zero at the origin, and simple pole atz = 1/τ . Herej ,

m, andn are integers, wherej 6= 0 andm > 0.
When l > 1/4π all the zeros, except the one at the origin, are located along the line

<z = 1/2τ . In the other limit, l � 1/4π , there are many real zeros near the origin
z(−)
m ≈ (2πlm)2/τ . These zeros are associated with the diffusion modes of the system.

In order to show that, consider the perturbative part of the form factor in the quasi-one-
dimensional case. Calculating it from the Fourier integral of expression (1.8) one can show
that it is approximately given by

〈KP (t)〉 ' β

2π
|t |

∞∑
m=−∞

e−z
(−)
m |t | (4.7)

where the contributions from the poles and the essential singularities are neglected, since
they are located far from the reals axis whenτ → 0. Substitutingzm ≈ (2πlm)2/τ and
approximating the sum overm by an integral from−∞ to +∞ yields

〈KP (t)〉 ' β

2π

√
τ |t |
4πl2

. (4.8)
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This is the Altshuler–Shklovskii [7] result of the form factor of quasi-one-dimensional
diffusive systems written here in terms of dimensionless quantities. The influence of the
complex zeros and poles is manifested only on time scales shorter than or of orderτ which
here is assumed to be very small.

In the two-dimensional case the regularization factorsBm may be chosen to be

B−1
m =

[
1 − Ĝ2(2πl|m|, 1)

]
exp

[
Ĝ2(2π |m|l, 1)

]
(4.9)

wherem 6= 0, while B0 = 1. It is easy to verify that with this choice, the product (4.4)
converges. Therefore the zeros of 1/Z(z) are those of the various terms in the product. The

zeros are thus located atz(±)
m =

[
1 ±

√
1 − (2πl|m|)2

]
/τ . When l > 1/2π all of them,

except the one at the origin, are complex and located along the line<z = 1/τ . In the other
limit, l � 1/2π , there are many real zeros associated with diffusive modes of the system,
z(−)
m ≈ (2πlm)2/2τ . A straightforward calculation, similar to the one which led to (4.8),

shows that these zeros lead to the Altshuler–Shklovskii result of the form factor in two
dimensions,〈KP (t)〉 ' βτ/4π2l2. The poles are located atz±

j = [1 ± i2πl|j|]/τ , and there
are branch cuts connectingz(+)

j andz
(−)

j . The essential singularities are at [1±i2πl|n|]/τ . In
contrast to the quasi one-dimensional case, they are not equidistant along the line<z = 1/τ .
The analytic structure described here is shown in figure 5(b).

In higher dimensions,D > 2, the situation is not completely clear. It is not obvious
that the form of regularization, used forD = 2, does apply, therefore it is difficult to extract
the zeros and poles. Ignoring convergence problems, one can show that in the diffusive
regime,l � 1 there are real zeros,z(−)

m ≈ (2πl|m|)2/Dτ , in the vicinity of the origin, and
that for D = 3 andD = 4 there are no complex zeros of 1− ĜD(2π |m|l, 1 − τz) for any
value of l.

Formula (1.7) for the spectral density correlator is applicable in the limit where the real
part, z′

1, of the first non-vanishing zero of 1/Z(z) is sufficiently large compared to unity.
Near the diffusive regime, wherel � 1, the smallest non-vanishing zero isz1 = (2πl)2/Dτ .
Identifying l2/Dτ with the diffusion constant of the particle in the system, it follows
that z1 = 4π2/τc, whereτc is the Thouless time measured in units of ¯h/1. Therefore,
up to a constant of 4π2, z1 is the dimensionless conductance of the systemg. When
g → ∞, D(s) reduces to 1/s2 and theRMT result for the spectral density correlator, namely

Figure 5. The analytic structure of 1/Zc(z) for (a) quasi-one-dimensional case (b) two-
dimensional case.◦ and× represent zeros and singularities respectively. In the two-dimensional
case there are also branch cuts with branch points at the singularities.



Periodic orbits analysis of the form factor 2029

〈K(s)〉 = − sin2(πs)/π2s2 (s 6= 0), is recovered. The reason is that in this limit all the zeros
and poles ofD(s), except the zero at the origin, are far from the reals axis, therefore their
contribution becomes small. Formula (1.7) with the above form of the spectral determinant
D(s) enables us to calculate the deviations from theRMT universal result wheng is finite
but sufficiently large.

5. The two-dimensional case,D = 2

In this section we shall study in more detail the two dimensional case(D = 2), and in
particular systems which belong to the unitary ensemble. Here we prefer to present most of
the results in terms the form factor and to compare them with theRMT universal function
which in the unitary case takes the form [4]:

K(t) =


|t |
2π

|t | 6 2π

1 otherwise .
(5.1)

The nature of the classical dynamics of the system is determined by the elastic mean
free pathl. When l is larger than unity the system is in the ballistic regime, while when
l � 1/2π the dynamics is diffusive. In terms of the dynamical zeta function, these two cases
correspond, respectively, to the situations where 1/Z(z) has only complex zeros besides the
one at the origin, or also many real zeros near the origin. As will be shown this is reflected
in the form of the non-universal features which decorate the universal result (5.1). In what
follows we shall study the full range of the parameterl.

Let us start with the ballistic regimel � 1. It is convenient here to split the contribution
of the termm = 0 in (3.23) from the others, and to write the perturbative part of the density
correlator, associated with orbits which are scattered from impurities, as

〈K(c)
P (s)〉 = β

4π2

∂2

∂s2
[F0 + F + CC] (5.2)

where

F0 = ln

(
1 − 1

1 − isτ

)
+ 1

1 − isτ
(5.3)

while F is the contribution fromm = (m1, m2) 6= (0, 0). An estimate forF , that is crude
in the ballistic regime, can be obtained replacing the sum overm by an integral,

F ≈ 4
∫ ∞

1
dm1

∫ ∞

1
dm2 ln[1 − Ĝ2(2πl|m|, 1 − isτ )] + Ĝ2(2πl|m|, 1 − isτ ) (5.4)

whereĜ2(x, y) is given by (3.25). After some algebraic manipulations it takes the form

F ≈ 1

4πl2
lim

3→∞

∫ 3

(2πl)2
du

{
ln

[
1 − 1√

u + (1 − isτ )2

]
+ 1√

(u + (1 − isτ )2

}
. (5.5)

The required indefinite integral is elementary:∫
du

{
ln

[
1 − 1√

u + y2

]
+ 1√

u + y2

}
=

[
(u + y2 − 1) ln(

√
u + y2 − 1) − (u + y2) ln(

√
u + y2) +

√
u + y2

]
. (5.6)

The contribution of the upper limit of integration3, although diverging in the limit3 → ∞,
is not important since its second derivative with respect tos vanishes and therefore it does
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not contribute to〈K(c)
P (s)〉. For this reason it will be omitted. The contribution from the

lower limit gives

F(x) ≈ 1

4πl2
[(x2 − 1) ln(x − 1) − x2 ln x + x] (5.7)

where

x =
√

(2πl)2 + (1 − isτ )2 . (5.8)

The final result for the perturbative part of the density correlator, which includes both
contributions (2.27) and (3.23), is thus

〈KP (s)〉 = β

2π2

{
4πτ

4 + (sτ )2
− 1

s2
− τ 2 1 − (sτ )2

(1 + (sτ )2)2
− 2τ 2 1 − 3(sτ )2

(1 + (sτ )2)3
+ 1

2
[F ′′ + CC]

}
(5.9)

whereF ′′ denotes the second derivative ofF , given by (5.7), with respect tos. In most
of the ballistic regime wherel � 1 this term is negligible since it is divided by a large
number 4πl2. The first term in the above expression is the contribution from the orbits
which are not scattered by impurities (2.27). The Fourier transform of this term,〈K(i)

P (t)〉
given by (2.26), is valid only for timest which are sufficiently large compared to the time
of flight across the sampleτf . For t of order ofτf the perturbative part of the form factor
is composed ofδ-peaks located at times which are the periods of the orbits. Only when
t is sufficiently large can theseδ-peaks be smeared out to give (2.26). Beside this term,
formula (5.9) is identical to that obtained by Altland and Gefen [23] (equation (32) there in
the limit of vanishing smearing of energy levels). In various regimes of the parameters it
reduces to,

〈KP (s)〉 ∼ β

2π2



− 1

s2
τ � 1

s

4π

s2τ
+ 3

τ 2s4
τf � 1

s
� τ

−1

4πl2s2
1
s

� τf

l � 1 . (5.10)

The above three domains of the parameters are referred to as B1, B2, and B3 in [23].
The first of them corresponds to long time scales over which the motion of the particle is
already ergodic. The result is therefore the universal one. In the second regime, the time is
smaller than elastic mean free time but longer than the time of flight. Here, depending on
the actual value of the parameterτ , the contribution from orbits which do not scatter from
impurities may be the dominant one. The lasts domain corresponds to time scales that
are smaller than the time required to cross the sample. Here the contribution to the density
correlator comes only from short orbits which are scattered by impurities, and the result is
only a crude estimate.

We shall now present a numerical study of the form factor of a system belonging to
the unitary ensemble. Here the form factor is calculated from the Fourier transform (1.2)
of formula (1.7) for the spectral density correlator. The spectral determinantD(s) given
by (4.1), (4.3) and the product (4.4) is numerically calculated by including the terms with
|mi | 6 1000 (i = 1, 2), and using the regularization (4.9).

In figure 6 we present the results for the form factor in the ballistic regime where the
elastic mean free pathl = 10 is larger by an order of magnitude than the size of the system.
Here, the contribution from the orbits which are not scattered by impurities is large, while
the effect ofF is negligible.
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Figure 6. (a) The perturbative part of the form factor forl = 10. The inset is a magnification
of the region 0.7 6 t 6 1.3 for the caseτ = 0.7 andl = 10. (b) The full form factor for the
same parameters as in (a). The inset is a magnification of the vicinity of the Heisenberg time.

In figure 6(a) we present the perturbative part of the form factor for various values
of τ . A magnification of the domain 0.7 6 t 6 1.3 is the insert for the caseτ = 0.7 where
the time of flight isτf = 0.07. The smooth curve corresponds to a calculation in which
the F term in (5.9) has been omitted. Several conclusions follow from this figure: (i) the
contribution from orbits which are not scattered by impurities can be important, depending
on the values ofτ , (ii) the effect ofF , i.e. the contribution from non-vanishingm terms, is
small in the ballistic regime, and (iii) there is a minimum of the form factor att of orderτ .
In figure 6(b) the full form factor is depicted. It was calculated under the assumption that
formula (1.11) for the non-perturbative part of the density–density correlator can be still
used with the approximation (4.3) for the part of the spectral determinant associated with
orbits which are not scattered by impurities. The results of figure 6 are therefore valid only
whent � τf and|t −2π | � τf . This figure shows that the singularity of theRMT universal
form factor (5.1), at the Heisenberg time, is smoothed out.
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Figure 7. (a) The form factor for the parametersl = 0.5 andτ = 0.25. The inset is the form
factor for l = 0.5 andτ = 0.15. (b) A magnification of the domaint 6 2.3. The times indicated
by arrows are the periods of the orbits which are not scattered by impurities. The pair(Mx, My)

above each arrow represents the winding numbers, namely the topology.

The form factor in an intermediate regime wherel = 0.5 is depicted in figure 7. Here
τ = 0.25, and henceτf = 0.5. Inserted is the result forl = 0.5, τ = 0.15. The contribution
of 〈K(i)(t)〉 has been ignored since it is meaningless whenτ < τf . The deviations from uni-
versality present themselves in two time domains. Near the origin wheret ≈ τf , and in the
vicinity of the Heisenberg timet ≈ 2π . Near the origin〈K(t)〉 shows a singular behaviour.
The spikes which appear in〈K(t)〉 result from the underlying torus geometry. They can
be associated with short orbits that are scattered from a very small number of impurities,
and therefore still preserve the topology of the orbits of the clean system. The positions
of the spikes are at the periods of the periodic orbits which are not scattered by impurities.
Their amplitudes decay as e−t/τ since the probability for the existence of such orbits de-
cays exponentially with time. In figure 7(b) a magnification of figure 7(a) for the domain
0 6 t 6 2.3, (τ = 0.25), is presented. The times indicated by arrows and the winding
numbers pairs(Mx, My) are the periods of the orbits which are not scattered by impurities.
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Figure 8. The form factor for the parametersl = 51/2/6π and τ = l/2. The inset is for the
time domain 0< t < 0.9.

Figure 9. The form factor in the diffusive regime for the parametersl = 1
40, τ = 1

200 leading

to τf = 1
5 .

Near the Heisenberg time, the universalRMT behaviour (5.1) is completely changed.
The singularity disappears and is replaced by oscillations with a period approximately equal
to the time of flightτf . The parameters in figure 7 were chosen such that 1/Z(z) has no
real zeros except the one at the origin. This fact is reflected in the oscillatory behaviour of
the form factor near the Heisenberg time. The real part of the first non-vanishing zero is
z′

1 = 1/τ = 4. Thus the universalRMT limit (5.1) of 〈K(t)〉 is expected to be reached when
τ decreases. This is demonstrated in the inserted figure wherez′

1 = 1/τ = 20
3 . It shows that

as τ decreases, the time intervals over which the non-universal features are large shrinks,
and their amplitude decreases.

The oscillatory behaviour of the form factor near the Heisenberg time changes when
1/Z(z) has real zeros in addition to the one at origin and the complex ones. In figure 8 the
form factor calculated for the parametersl = 2τ = √

5/6π ≈ 0.12,τf = 1
2 is presented. For

these parameters the first non-vanishing zero isz1 = 4/3l ' 11.23, the second one is at 8/3l,
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and all the others are complex. Comparing figures 7 and 8, one sees that the singularities,
which appear in figure 7 near the origin, almost disappear, and the oscillatory behaviour
near the Heisenberg time becomes smooth. Inserted in this figure is a magnification of the
time domain 0< t < 0.9. The jump indicated by the arrow is reminiscent of the toroidal
topology of the system. It appears at the period of the shortest orbit of the clean system
[(Mx, My) = (1, 0) and(0, 1)].

The structure of the non-universal features does not change much asl further decreases.
In figure 9 we present the form factor forl = 1

40 that is much deeper in the diffusive regime.
τ is set to be equal to1

200 so that the time of flight isτf = 1
5. For these parameters, the

smallest real zero isz1 ≈ 2.483 and there are approximately 127 real zeros in the interval
[0, 1/τ). A similar number of zeros exist in the interval(1/τ, 2/τ ], and all the other ones
are complex.

6. Summary and discussion

In this paper the spectral density correlator and the form factor of a system in which the
amount of disorder is controlled was analysed with the help of periodic orbit theory. Two
parameters govern the behaviour of these functions:l the elastic mean free path, andτ
the elastic mean free time. The elastic mean free path measures the amount of disorder
in the system. Whenl > 1, i.e. when the elastic mean free path is larger than the system
size, the dynamics is ballistic, while it is diffusive whenl � 1 [23, 39]. The elastic mean
free time determines the classical time scales of the system, sincev = l/τ wherev is the
dimensionless velocity. Asτ → 0 other time scales effectively increase relative toτ and
the RMT universal behaviour is recovered (this will be discussed in detail in what follows).

The non-universal features, that appear for finite small values ofτ , decorate theRMT

result of the form factor (5.1) mainly in two regions: near the origint = 0, and in the
vicinity of the Heisenberg timet = 2π . They are appreciable over small intervals that
scale withτ . Thus asτ → 0 these time domains shrink and the universal result is reached.
The nature of the non-universal behaviour of the system is determined by the elastic mean
free pathl. Detailed analysis of this behaviour, that was carried out for a system with two
degrees of freedom belonging to the unitary ensemble, will now be summarized.

The typical structure of the form factor in the ballistic regime,l � 1 is depicted in
figure 6. Fort < τ it is dominated by the contribution, e−2t/τ , of periodic orbits that are not
scattered by impurities (2.26). Near the Heisenberg time|t − 2π | < τ , the RMT singularity
is smoothed out. The typical line shape of the form factor in this regime is characterized
by a minimum in the vicinity oft = τ .

The form factor, in the intermediate regimel = 0.5, is depicted in figure 7. Here
the contribution from periodic orbits that are not scattered by impurities is negligible, and
the behaviour is determined by orbits that do scatter. Near the origin (see figure 7(b))
the form factor exhibits a singular behaviour. These singularities can be associated with
short orbits that are scattered from a very small number of impurities, and therefore still
preserve the topology of the orbits of the clean system. The amplitudes of the singularities
decay exponentially as e−t/τ since the probability for the existence of such orbits decreases
exponentially with time. The behaviour near the Heisenberg time is oscillatory with a period
of order of the time of flight across the systemτf .

Moving towards the diffusive regime wherel < 1/2π , the non-universal features change
their character as presented in figure 8, forl = √

5/6π ' 0.12. The singular behaviour
near the origin almost disappears, and the oscillations near the Heisenberg time transform



Periodic orbits analysis of the form factor 2035

into an overall smooth curve. The situation does not change much in the diffusive regime,
as can be seen from figure 9 wherel = 1

40.
An understanding of the scenario described above was obtained by analysing the

classical dynamical zeta function of the system, 1/Z(z). The zeros of this function are the
eigenvalues of the Perron–Frobenius operator of the system [38]. They are thus associated
with the decaying modes of the probability distribution of particles towards the ergodic
distribution. The dynamical zeta function, in an arbitrary dimension, has been calculated
in our model, and was expressed in terms of an infinite product (4.4). For the quasi-
one-dimensional case a simple formula has been obtained in terms of simple trigonometric
functions (4.5). Its structure in the complexz plane is shown in figure 5(a).

A crucial role is played by the singularities and the zeros of the dynamical zeta function,
since, up to constants, the perturbative part of the form factor,〈K̂P (t)〉, and non-perturbative
part, 〈K̂osc(t)〉, are the Fourier transforms (ins = −iz) of ∂2

∂z2 [ln Z(z) + ln Z(−z)] and
Z(z)Z(−z) cos(−i2πz) respectively. Therefore, the zeros and singularities that are closest
to the imaginaryz axis dominate the behaviour of the form factor.

The analysis of 1/Z(z) in the two-dimensional case shows that its zeros associated with
orbits which are scattered from impurities appear in the interval [0, 2/τ ] with =z = 0, and
on the line<z = 1/τ (see figure 5(b)). When l > 1/2π all of them except two zeros, one
at the origin and the second atz = 2/τ , lie on the line<z = 1/τ . The singularities are
located only along this line,<z = 1/τ . The part of 1/Z(z) associated with orbits that are
not scattered has a cut and a branch point atz = 2/τ . Since, with the exception of the zero
at the origin, all these zeros and singularities scale as 1/τ , their contribution to〈K̂(t)〉 is
expected to fall off exponentially with an exponent that scales as 1/τ . It therefore vanishes
rapidly in the limit τ → 0, and only theRMT term associated with the zero at the origin
survives.

In the ballistic regimel � 1, the contribution from all zeros and singularities that lie
at <z = 1/τ is negligible. That is easier to see from (5.9) and (5.10). Thus for|t | < τ ,
〈K̂(t)〉 is dominated by the contribution (2.26) of periodic orbits that are not scattered by
impurities.

As l becomes of order unity, the contribution of non-scattered orbits becomes negligible
and the behaviour is governed by orbits which do scatter. If alsol > 1/2π , then all the zeros
zn of 1/Z(z), except those at the origin and at 2/τ , are complex and located along the line
<z = 1/τ . The non-universal features are therefore oscillatory, because the contribution
of a zero,zn, to 〈K̂P (t)〉 and 〈K̂osc(t)〉 is proportional to exp(−znt) and exp(−zn|t − 2π |)
respectively.

Zeros of 1/Z(z) start to appear on the realz axis, whenl becomes smaller than 1/2π .
Some of them dominate the behaviour of the form factor since they are closer to the
imaginaryz axis than the complex zeros. In particular the non-universal features of the form
factor become non-oscillatory. This change of behaviour is demonstrated in figures 7–9.

The diffusive limit is reached whenl � 1/2π . The real zeros in this limit concentrate
near the origin. By summing over their contributions one recovers the Altshuler and
Shklovskii result for the perturbative part of the form factor [7] which applies for times
smaller thanτc/4π2 whereτc = Dτ/l2 is the Thouless time.

In this work the semiclassical approximation was used. It requires the wavelength to
be much smaller than the radius of the spheresR, that is much smaller than the size of
the system. This leads to a constraint on the time of flight,τf � 1. Nevertheless, the
contribution of the scattered trajectories to (5.9) is identical to the one found byAG [23] for
δ scatterers. The contribution of trajectories that are not scattered by impurities is, however,
different for these models.
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Throughout this paper the classical elastic mean free pathl was used. In the semiclassical
limit, for hard spheres, the quantum elastic mean free path isl/2. This is a well known
result in three dimensions [40]. It can be easily extended to two dimensions [41].

Several important questions require further study. The most important one concerns the
renormalization of the Perron–Frobenius eigenvalues due to quantum interference effects.
In the diffusive regime this is manifested by renormalization of the diffusion constant [39]
which leads to weak localization effects. These corrections, therefore, are of higher order
in 1/g whereg is the dimensionless conductance. A deeper understanding of the analytical
structure of the dynamical zeta function is desirable for a higher number of degrees of
freedomD > 2. This requires a regularization of the product (4.4) that is different from the
one used for the two-dimensional case (4.9). Another problem concerns the generalization
of this formalism to the situation of small angle scattering, which is the common scattering
event an electron in a quantum dot experiences. Finally, effects of diffraction [26], tunnelling
and ghost orbits [27] were not taken into account in this work and their exploration is left
for further studies.
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Appendix. The monodromy matrix Mcollision

This is the derivation of formula (3.9) for the monodromy matrix corresponding to elastic
collision with a sphere of radiusR, as illustrated in figure 4. In what follows, the superscripts
− and+ are used to denote quantities before and after the collision. An expansion ofp+

to linear order in the deviationsδp− andδr−, using formula (3.8) for specular reflection,
yields

δp+ = δp− − 2(n̂ · δp−)n̂ − 2(δn̂ · p−)n̂ − 2(n̂ · p−)δn̂ (A.1)

whereδn̂ is the change in the unit vector perpendicular to the surface due to the change in
the point of collision.

δn̂ = n̂(r− + δr−) − n̂(r−) . (A.2)

In terms of the coordinate system attached to the orbit before the collision(r−
‖ , r−

⊥ , r−
b ),

(see figure 4), it is easy to see that

n̂ =
 − cosθ

sinθ

0

 and δn̂ = 1

R

 δr−
⊥ tanθ

δr−
⊥

δr−
b

 . (A.3)
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If we chooseδp− such that the magnitude ofp− is not changed, namelyδp− is orthogonal
to p−, we get from (A.1) and (A.3) that

δp̃+ =
 0

δp−
⊥

δp−
b

 − δp−
⊥

 − sin 2θ
2 sin2 θ

0

 − 2p
δr−

⊥
R

 − sinθ
sin2 θ
cosθ
0

 + 2
p

R

 δr−
⊥ sinθ

δr−
⊥ cosθ

δr−
b cosθ


=

 δp−
⊥ sin 2θ

δp−
⊥ cos 2θ
δp−

b

 + 2
p

R

 2δr−
⊥ sinθ

δr−
⊥

cos 2θ
cosθ

δr−
b cosθ

 (A.4)

where we use the symbolδp̃+ (and notδp+) to indicate that this vector is expressed in the
local coordinate system before the collision. The next step is to express the result in terms
of the local coordinates attached to the orbit but after the collision. In particular, in the new
coordinate system

δr+ ⇒ −δr+ . (A.5)

The result forδp+, transformed to the new local coordinate system, can be obtained by
rotating the coordinate system by 2θ around an axis parallel tor−

b clockwise (see figure 4)
and an inversion with respect to the origin. This can be done by multiplying the result by
the matrix

R =
 − cos 2θ sin 2θ 0

− sin 2θ − cos 2θ 0
0 0− 1

 . (A.6)

Thusδp+ = Rδp̃+ leading to

δp+ = −
 0

δp−
⊥

δp−
b

 − 2p

R

 0
δr−

⊥/ cosθ
δr−

b cosθ

 . (A.7)

This result and (A.5) leads to the form (3.9) of the monodromy matrix corresponding to a
collision.
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